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ABSTRACT

Multiple Mini Interviews (MMIs) are sampling approaches that use multiple short stations to select prospective students for professional programmes. Each station uses different interview scenarios and raters to effectively assess candidates' noncognitive skills. This study compared the performances of three sets of raters; academic, administrative staff, and community members, in an MMI for student selection using performance comparisons and Generalisability Theory to estimate the different sources of variance and generalisability (reliability) coefficients. The study aims to analyse the differences in performance scores from these raters and their psychometric projections on reliability with different samples of raters and stations. Eleven candidates participated in the 10-station MMI, each with an eight-minute duration, two minutes of preparation, and an academic assessment using a marking rubric. The entire interview was video recorded. The administrative staff and community members watched the videos independently and graded all candidates' performances using the same marking rubric. Generalisability and Decision studies were used to analyse the collected data. Community members were the strictest, while academics were the most lenient. There were statistically significant differences between rater categories in six stations. The generalisability coefficient of 0.85 of one-rater results from the Decision study suggested good reliability of the 10-station MMI. The Decision study found that generalisability coefficients improved more with an increasing number of raters rather than number of stations. Four stations contributed to unreliability in each rater category and a combination of the rater categories. Information on number of stations, number of raters, and type of rater combination required to achieve good reliability enabled informed decisions on the process and implementation of the MMI. The station simulation that influenced unreliability helped us improve station writing and identify focus areas for training and development.
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INTRODUCTION

The community’s involvement in providing perspectives on issues related to health professions education is not uncommon (1–4). However, involving community members in selecting students for health professions training is less common. Increasingly, such student selection is expected to be socially responsible, i.e., selecting students’ representative of the communities they will serve on completion of training (5). To this end, the involvement of community members in student selection has been researched (6–8). These have tended to assess the agreement or correlation between academic and community members’ scores of candidates’ performances at an interview.

Interviewing medical school candidates is now a common practice, and this procedure has been reported to enhance student selection in terms of acceptability and reliability (9, 10). However, evidence exists for the task variability of any interview performance, also called context specificity (11). Therefore, like the traditional interview, a single task is not reliable, even with perfect inter-rater reliability. Reliability is improved by sampling multiple tasks, such as Multiple Mini Interview (MMI). MMI is a multiple sampling approach to personal interviews (12, 13). The MMI consists of multiple focused encounters intended to assess many cognitive and noncognitive skills which are inadequately assessed by the personal interview. MMI has the benefit of reducing the impact of chance and interviewer situational biases. The MMI is comprised of a considerable number of short stations, each with its own examiner(s). It offers the advantage of being flexible in terms of station development. Rater variations average out when different raters are used in different tasks. Therefore, the MMI does not need to be completely objective. A review comparing several studies between subjective and objectified measurement methods indicates that objectified methods do not intrinsically provide more reliable scores (14). Literature has shown that subjective ratings can be reliable and valid estimates of an individual’s abilities (12). The MMI is intended to assess noncognitive skills and does not require any specific medical knowledge but instead evaluates the candidate’s ability to work through a process and express their ideas logically. It usually involves discussing socio-ethical dilemmas with an interviewer, role-playing with an actor or simulated patient, or completing a given task. Each station is designed to assess a specific outcome on noncognitive skills, such as critical thinking and communication skills (15).

The use of community members in the MMI has been reported (6–8). Despite the fact that the question of whether academics and community members assign performance evaluations is consistent, “no effort has been made to determine the rating tendencies of interviewers with different characteristics” (6). Eva et al. (6) found that community members scored interviewees marginally higher than academics. Bateman et al. (8) compared the numerical interview scores awarded by the academic and community member representatives and found no statistical difference in the scores of both raters. Although both studies suggest that the involvement of community members from the local community was feasible and considered important, very little is known about the performance of the community member in a student selection interview from a psychometric perspective. Therefore, in this study, we aimed to compare the performances of three different categories of raters, i.e., academic, community member, and administrative staff interviewers, in an MMI for student selection in a medical programme using performance comparisons and Generalisability Theory (G-Theory) to estimate the different sources of variance and generalisability coefficients (reliability coefficients). We address the following three research questions:
Comparison of Academic, Administrative and Community Rater Scores

a. Are there differences in performance scores from different rater categories?

b. What is the reliability of the performance scores on MMI according to G-Theory?

c. What is the impact of different numbers of raters and stations on reliability?

International Medical University Admissions Process

The current admissions process at International Medical University for the five-year medical programme is divided into two phases. There are two intakes per year, with 200 students for each intake. An admissions team is in charge of overseeing the entire application process. The first phase takes into consideration the relevant combination of subjects, qualifications currently/previously performed by candidates, personal statements and references. Candidates who meet the minimum requirements will advance to the next round. The second phase is a semi-structured interview process in which two medical school academic members interview candidates for about 30 minutes. The interviewers ask questions about a range of agreed-upon topics, such as assessing personal qualities/resilience/empathy based on scenarios, medical school preparation and motivation, interpersonal and communication skills, and English language proficiency. Each interviewer assesses the candidate in each domain based on the interview, first individually and then jointly. The interviewers are requested to make qualitative comments on the candidates’ interview performances. The admissions team analyses the scores and comments. The interview procedure determines the decision on accepting or rejecting the application. The current admission procedure using a semi-structured interview is time-consuming in view of the large number of candidates per year due to the two intakes annually. As a result, the institution looked into the MMI as a potential alternative student selection method, as MMI requires fewer raters’ hours (12).

METHODS

Sample Selection

This study was conducted at the International Medical University as a pilot project. The exclusion criteria were for those candidates who applied for the medical programme but did not meet the pre-admission academic performance criteria. Candidates who accepted the personal interview were approached to participate in this pilot MMI study. Invitations were sent out along with information on the MMI and offered the opportunity to clarify any doubts. Potential participants were assured that the decision on the personal interview outcome for admission into the medical programme was independent of their performance in the MMI. The MMI was arranged on the same day as the personal interview for those who consented to participate. Written consent was obtained.

Data Collection

Eleven candidates participated in the 10-station MMI, each station with an eight-minute duration, with one interviewer and two minutes of preparation. The stations covered attributes including coping with stress, teamwork, altruism, honesty and integrity, and empathy. One station required the candidate to complete a task with a helper; two required the candidate to role-play with an actor; the rest consisted of one-to-one interviews with an academic (academic). All academics with prior experience in the student selection process were invited to take part in this MMI pilot study. The first 10 respondents were selected. The academics were junior and senior academic members who were either scientifically or medically qualified. All academics attended training before the start of the MMI. They were briefed
on the MMI process and ensured they understood the context of the attributes to be assessed at their stations. Each station was provided with a description of the station and a marking rubric. The academics were asked to evaluate and score the candidates’ performance using a rating scale. Each station’s score was standardised to 10, resulting in a possible total aggregate maximum score of 100. The academics were also asked to provide an overall impression as well as indicate any concerns about inappropriate behaviours like being overly aggressive, timid, rude, immature, etc. The entire interview was video recorded.

Subsequently, the videos were watched by two categories of raters, i.e., non-academic university administrative staff (administrative) and simulated as well as real patients. The administrative category was represented by marketing, student services, academic services, and examinations support services staff. Although this category is technically community members, they have some experience within the academic world and have a better knowledge of academic expectations and student issues from the perspective of a non-content expert. The community category was represented by community members recruited as simulated patients and patients from an outpatient clinic. They came from various backgrounds, such as retired lawyers, retired accountants, school teachers and non-professional jobs. Potential administrative and community raters were invited to participate, and the first 10 respondents for each category were selected. The selected administrative and community raters were given training before they assessed the candidate’s performance in the videos. They were given a briefing on the overall MMI process as well as the context of the attributes and the interview rating scale for the station they were rating. All three rater categories practiced calibrating their ratings by watching a pre-recorded video of a sample candidate’s performance. An MMI station was allocated to each rater from the administrative and community categories. In their assigned MMI station, each rater individually watched and scored all 11 candidates’ performances in their station using the same rating scale used by the academic.

Data Analysis

To address the first research question, we calculated the mean scores with 95% confidence intervals across all candidates at each station and across stations using SPSS version 22. We used a one-way ANOVA to test the significant differences between the three categories of raters according to stations. To address the second and third research questions, a G-Theory analysis was performed using EduG 6.1 (16), which is an open-access software freely available for download (17), for the calculation of generalisability coefficients. A Decision study was also performed using the same software to address the third research question by estimating the impact of different numbers of stations and raters on the reliability estimates.

Generalisability Theory (G-Theory)

G-Theory is used to assess the consistency or dependability of scores over randomly parallel replications of a particular measurement. The G-Theory is used to estimate the magnitude of various sources of error in observed scores and the relationships among such sources (18). Each score set is a sample consisting of all possible observations on an object of measurement. Each characteristic of measurement is defined as a facet (e.g., stations, raters). Variability in the facets can be a potential source of measurement error. The primary advantage of G-Theory is the estimation of multiple sources of error in one reliability estimate for a given situation. It also provides valuable information for the optimisation of measurement designs. For these purposes, G-Theory consists of a two-step analysis: the Generalisability study and the Decision study. The Generalisability
study estimates the sources of variance influencing the measurements (variance between candidates, stations and raters). In contrast, the Decision study is the estimation of reliability indices as a function of concrete sample size (number of stations, number of raters, etc.) (19).

The Generalisability study is used to assess the reliability, and the result is used for performing a Decision study to find the optimal conditions for a particular measurement design. An optimised design minimises undesirable sources of error and maximises generalisability. The generalisability coefficient, under a relative, norm-referenced perspective, is a reliability coefficient that provides an estimate of the generalisability of scores for interpretation that have relative meaning (scores have meaning only in relation to each other). In an absolute, domain-referenced perspective, the generalisability coefficient is also called the dependability coefficient, and it is used when the interpretation of scores must not depend on their relative position to other scores. Therefore, a Generalisability study may use the generalisability coefficient or dependability coefficient (for relative or absolute interpretation of scores) (20, 21). Subsequently, a Decision study may use both generalisability or dependability coefficients, depending on the relative or absolute uses and interpretations of test scores. Figure 1 summarises the overview presentation of G-Theory. In the interpretation of reliability, acceptable generalisability was defined as a coefficient between 0.70 and 0.80, while good generalisability was indicated by coefficients greater than or equal to 0.80 (22). Figure 2 outlines the design of the Generalisability study and the origin of the variance components.

**Figure 1:** Overview presentation of G-Theory.

**Figure 2:** Venn diagram demonstrating the components of the generalisability analysis.

**Notes:** C = Candidates; S = Stations; R = Raters; RS = Raters within stations; CS = Candidate by stations, CRS = Candidate by raters within stations; CR= Candidate by raters; e = circuit (the MMI is conducted only in one circuit).
In this study, a nested design was used since each of the 10 stations were rated by different groups of three raters. Given that each station comprised an unequal number of attribute scores, a station score was calculated for each candidate by averaging the attribute scores for each rater within a station, resulting in an academic mean score, an administrative means score, and a community mean score for each station. As admission decisions from the MMI were based on rank order by comparing the candidate’s performance in each attribute with another candidate, we focused on determining the generalisability coefficient and the relative error variance components. However, our study aims to compare the raters. Therefore, the variance components that estimate error variance for the number of raters and the number of stations in the Decision study investigate how changes to the facets can improve reliability scores. The model underlying the scores for the MMI in our study was a two-facet C × (R:S) random-effects nested design. The random-effects design assumed that the stations and raters were randomly selected from a universe of possible stations and raters.

The formula for the generalisability coefficient in the Generalisability study for this design using a norm-referenced (i.e., relative) approach was:

$$G = \frac{\sigma^2(C)}{\sigma^2(C) + \frac{\sigma^2(CR:S)}{n_s} + \frac{\sigma^2(CR:S)}{n_r \times n_s}}$$

The formula for the calculation of the dependability coefficient in the Generalisability study using a domain-referenced (i.e., absolute) approach in this design was:

$$D = \frac{\sigma^2(C)}{\sigma^2(C) + \frac{\sigma^2(S)}{n_s} + \frac{\sigma^2(R-S)}{n_r \times n_s} + \frac{\sigma^2(CS)}{n_s \times n_r} + \frac{\sigma^2(CR:S)}{n_s \times n_r}}$$

Where G = generalisability coefficient, D = dependability coefficient, C = candidates, S = stations, R = raters, R:S = raters within stations, CS = candidate by stations, CR:S = candidate by raters within stations, $\sigma^2$ = variance components, $n_s$ = number of stations, and $n_r$ = number of raters.

The formulas should provide insight into which sources of information affect the measurement and information used to estimate generalisability coefficients and the differences between absolute and relative estimates. Generalisability and dependability coefficients were obtained separately for each rater. We used these results to inform the Decision study for optimisation of the process.

**RESULTS**

The mean station scores for each category of raters are presented in Table 1. Statistically significant differences between rater categories were detected for Stations 1, 3, 4, 5, 6 and 10. There was a significant difference ($p = 0.033$) between the total mean scores of the academic category (767.7) compared to the administrative category (638.5) and the community category (614.8).

Using the EduG software, the Generalisability study of all raters’ variance components of the C × (R:S) random-effects nested design generated the variance components as shown in Table 2. Table 2 shows that the variance component for candidates was 159.35, which accounted for 24.3% of the total variance. The variance component for the candidate showed the difference in how the candidate scored on the overall MMI. It means the extent to which candidates varied in their abilities. The largest variance component was CR:S, candidate score by raters within stations (200.42, 30.5%), which means a large proportion of the effects were caused by interactions between candidates, raters, stations and other unexplained sources or errors. Even though the lowest variability was seen among stations (19.49, 3%), indicating the station has similar variability,
the raters nested within the station (R:S) have the second-highest variability (186.63, 28.4%). This suggests that the raters were not scoring the candidates consistently.

The generalisability coefficient considering all raters together, using a norm-referenced (i.e., relative) approach, was very high (0.91). The variance components applied to the formula that resulted in this coefficient can be verified in this equation:

$$G = \frac{159.34862}{159.34862 \div \left( \frac{90.50897}{10} \right) + \left( \frac{200.41772}{30} \right)}$$

Similarly, using the variance components shown in Table 2, the dependability coefficient considering all raters together, using a domain-referenced (i.e., absolute) approach, was also very high (0.87). The variance components applied to the dependability formula can be verified in this equation:

$$d = \frac{159.34862}{159.34862 \div \left( \frac{18.66327}{16} \right) \left( \frac{90.50897}{10} \right) + \left( \frac{200.41772}{30} \right)}$$

The findings of the Generalisability study were used in the Decision study (Table 3). A Decision study helps to project the generalisability that could be expected either through the effect of the number of raters or stations. The Decision study in Table 3 shows the difference between the generalisability coefficient (relative) and dependability coefficient (absolute). The generalisability coefficient (relative) is calculated considering a norm-reference approach, meaning that scores are only meaningful in relation to each other. The denominator will include the true variance plus the variance components that interact with the person as a result. The dependability coefficient (absolute) is domain-referenced and is interpretable independently, without the need for any comparison with other scores. The denominator includes all variance components and interactions as a result.

As our study focuses on just the ranking order of the candidates for admission purposes, we will only interpret the results for the relative generalisability coefficients. Based on the variance components and the random-effects design of 10 stations, the generalisability coefficient was 0.85 (one rater), 0.89 (two raters) and 0.91 (three raters). This indicates good reliability for all numbers of raters. The Decision study showed that with one rater, the minimum number of stations needed to achieve a good generalisability was minimal eight stations, while for two raters, five stations were sufficient. If using all three raters together, four stations were sufficient to achieve the desired outcome.

Table 4 shows the Generalisability study for individual raters, a combination of raters, and all raters together. However, under individual reliability, the generalisability coefficient was lowest among the academics (0.76), even though it was still acceptable generalisability and the highest seen in the community (0.91). The administrative and community combination yielded the best generalisability (G = 0.94), while the academic and administrative combination produced the lowest but still good generalisability (G = 0.88). We ran a simulation by calculating the generalisability coefficient after removing each station and tabulating the stations that contributed to unreliability against each rater category and combination of the rater categories. The result showed that Stations 5, 8, 9 and 10 had significantly impacted reliability.
Table 1: Mean station scores by each rater category

<table>
<thead>
<tr>
<th>Station</th>
<th>Attributes</th>
<th>Mean station score (standard deviation) by Academic raters</th>
<th>Mean station score (standard deviation) by Administrative raters</th>
<th>Mean station score (standard deviation) by Community raters</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Conscientiousness</td>
<td>80.9 (7.01)</td>
<td>52.7 (21.9)</td>
<td>53.6 (22.9)</td>
<td>0.002</td>
</tr>
<tr>
<td>2</td>
<td>Decision making</td>
<td>49.3 (28.1)</td>
<td>42.2 (29.0)</td>
<td>53.2 (32.3)</td>
<td>0.683</td>
</tr>
<tr>
<td>3</td>
<td>Coping with stress</td>
<td>79.9 (15.7)</td>
<td>87.7 (14.7)</td>
<td>54.5 (20.0)</td>
<td>0.001</td>
</tr>
<tr>
<td>4</td>
<td>Team player</td>
<td>79.2 (17.0)</td>
<td>85.1 (18.5)</td>
<td>51.9 (21.5)</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>Altruism</td>
<td>85.6 (8.4)</td>
<td>40.1 (26.6)</td>
<td>72.0 (23.4)</td>
<td>0.001</td>
</tr>
<tr>
<td>6</td>
<td>Adaptability</td>
<td>83.6 (16.7)</td>
<td>52.7 (25.7)</td>
<td>55.4 (29.1)</td>
<td>0.010</td>
</tr>
<tr>
<td>7</td>
<td>Honesty and integrity</td>
<td>74.0 (27.9)</td>
<td>62.3 (25.6)</td>
<td>65.6 (24.7)</td>
<td>0.562</td>
</tr>
<tr>
<td>8</td>
<td>Empathy</td>
<td>92.7 (9.0)</td>
<td>80.9 (25.1)</td>
<td>87.3 (14.9)</td>
<td>0.304</td>
</tr>
<tr>
<td>9</td>
<td>Ability to summarise</td>
<td>66.4 (15.8)</td>
<td>65.5 (15.7)</td>
<td>73.6 (17.5)</td>
<td>0.462</td>
</tr>
<tr>
<td>10</td>
<td>Active listening</td>
<td>76.1 (8.8)</td>
<td>69.3 (14.1)</td>
<td>47.7 (24.9)</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>Total score</td>
<td>767.7</td>
<td>638.5</td>
<td>614.8</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Table 2: Generalisability study of all raters variance component of the C × (R:S) random-effects nested design

<table>
<thead>
<tr>
<th>Source</th>
<th>σ²</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>159.35</td>
<td>24.3</td>
</tr>
<tr>
<td>S</td>
<td>19.49</td>
<td>3.0</td>
</tr>
<tr>
<td>R:S</td>
<td>186.63</td>
<td>28.4</td>
</tr>
<tr>
<td>CS</td>
<td>90.51</td>
<td>13.8</td>
</tr>
<tr>
<td>CR:S</td>
<td>200.42</td>
<td>30.5</td>
</tr>
<tr>
<td>G relative (norm-referenced)</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>G absolute (domain-referenced)</td>
<td>0.87</td>
<td></td>
</tr>
</tbody>
</table>

Notes: C = Candidates (n = 11); S = Stations (n = 10); R = Raters (n = 3); R:S = Raters within stations; CS = Candidate by stations; CR:S = Candidate by raters within stations; σ² = variance components; % = percentage of variance.

Table 3: Decision study with generalisability (G-) and dependability (D-) coefficients calculated using the variance components

<table>
<thead>
<tr>
<th>Number of station</th>
<th>G-Coefficient (norm-referenced)</th>
<th>D-Coefficient (domain-referenced)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 rater</td>
<td>2 raters</td>
</tr>
<tr>
<td>3</td>
<td>0.62</td>
<td>0.71</td>
</tr>
<tr>
<td>4</td>
<td>0.69</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>0.73</td>
<td>0.81</td>
</tr>
<tr>
<td>7</td>
<td>0.79</td>
<td>0.85</td>
</tr>
</tbody>
</table>

(Continued on next page)
Comparison of Academic, Administrative and Community Rater Scores

Type of Raters

Our study showed that the community judged the candidates most harshly. This is in contrast with Eva et al. (6), which found that community members scored interviewees marginally higher than academics and Bateman et al. (8), which showed no statistically significant discrepancies between the interview panel’s and the community’s scores of candidates for admission to health professions training programmes. The perspectives of the community on medical education issues, such as professionalism (3, 23) and communication skills (4, 24), have increasingly been sought. The community had been reported to judge misdemeanours among medical students more harshly than doctors and medical students, implying that their views should be sought when promoting professionalism (23) or indeed, when selecting students for admission to health professions training (7, 8).

Table 3: (Continued)

<table>
<thead>
<tr>
<th>Number of station</th>
<th>G-Coefficient (norm-referenced)</th>
<th>D-Coefficient (domain-referenced)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 rater</td>
<td>2 raters</td>
</tr>
<tr>
<td>8</td>
<td>0.81</td>
<td>0.87</td>
</tr>
<tr>
<td>10</td>
<td>0.85</td>
<td>0.89</td>
</tr>
<tr>
<td>15</td>
<td>0.89</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Notes: The highlighted numbers indicate good reliability for the number of raters against the number of stations; The bolded numbers indicate high generalisability coefficient (using a norm-reference approach) and dependability coefficient (using a domain-reference approach), considering all raters together for the 10 stations used in this study.

Table 4: Generalisability study for a combination of different raters

<table>
<thead>
<tr>
<th>Rater category</th>
<th>G relative (norm-referenced)</th>
<th>G absolute (criterion-referenced)</th>
<th>Stations contributing to unreliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>All raters</td>
<td>0.91</td>
<td>0.87</td>
<td>9</td>
</tr>
<tr>
<td>Academic</td>
<td>0.76</td>
<td>0.67</td>
<td>5, 10</td>
</tr>
<tr>
<td>Administrative</td>
<td>0.85</td>
<td>0.75</td>
<td>10</td>
</tr>
<tr>
<td>Community</td>
<td>0.91</td>
<td>0.87</td>
<td>8, 9</td>
</tr>
<tr>
<td>Academic + Administrative</td>
<td>0.88</td>
<td>0.78</td>
<td>9</td>
</tr>
<tr>
<td>Academic + Community</td>
<td>0.91</td>
<td>0.86</td>
<td>9</td>
</tr>
<tr>
<td>Administrative + Community</td>
<td>0.94</td>
<td>0.90</td>
<td>None</td>
</tr>
</tbody>
</table>

DISCUSSION

This study investigated differences in candidate performance scores from three different rater categories; academic, administrative and community, using the G-Theory in rating the performance of medical school candidates for admission in an MMI. The psychometric perspective gave an insight into the reliability of the MMI for these three rater categories and with a different number of stations. The key findings were that the three rater categories differed significantly in their total mean station scores. The community was the strictest, and the academic was the most lenient, while the administrative score sat between the community and the academic. Results from the Generalisability study suggested the majority of the observed variance in candidates’ scores was due to the raters nested within the station (28.4%), which indicated that the raters were not scoring the candidates consistently.
One of the most common complaints from the community was the doctor's poor listening skills (25). Our study demonstrated that the type of rater matters. The result showed a significant score difference between the raters at 6 of the 10 stations where listening skills were among them. While interrater reliability was desirable in all assessments, the homogenous perspective may have misrepresented expectations between the academics, who are the teachers in the medical curriculum, and the community, who are the patients from the community. Including community perspectives and values in student selection ensured that candidates would meet their respective communities' needs while also providing the university with financial and political benefits (26). Similarly, Eva et al. (27) recommended diversifying the raters across cultures and among subcategories representative of stakeholders within any educational system. This allows raters to draw on their own unique expertise and experience.

**Number of Stations**

The results from this study provided evidence for the reliability of our MMI framework for admissions. The candidate-station interaction using the MMI instead of a single traditional interview generated more variability among the candidates to provide information for admission decision-making. The MMI's psychometric analysis provided the Malaysian Qualification Agency (MQA) with a justifiable student selection decision. The MQA is the national accrediting body in charge of enforcing course accreditation and regulating the curriculum and operational standards of Malaysia's higher education institutions. The MQA requires that student selection criteria and processes must be clear and consistent with applicable regulations, transparent, and objective (29).

In our study, the relative G-coefficient of 0.85 for one rater results from the Decision study suggested good reliability of our 10-station MMI. In addition, the result showed that good generalisability could be achieved even with a minimum of eight stations for one rater. The finding is consistent with the literature that while MMI reliability improves with each added station, it tends to plateau at 8–10 stations (27). This offered us an informed decision to reduce the number of stations needed for the subsequent MMI.

**Type of Stations**

Our simulation of removing each station and calculating the G-coefficient without the station informed us of the station that needs to be removed or amended. This could indicate a fault with the station's structure, or it could mean that the station's noncognitive attribute was more challenging increasing the number of raters rather than the number of stations as long as there was rater consistency within stations (Table 3). The Decision study assists the institution in determining the number of raters or stations required to achieve the target MMI reliability based on existing resources.
to assess. The ability to summarise was a noncognitive trait that needs to be re-evaluated in our study to replace it with another crucial noncognitive attribute. If the decision was to keep the station, then the training of the raters should be focused on ensuring that raters understand the definition and expected outcome of this station. Though the rater’s training was essential in reducing undesired variance among the raters, the purpose of training is to inform the raters what the MMI is trying to accomplish. The goal is to explore each candidate’s unique perspectives rather than focus on eliminating raters’ biases. The idea is to benefit from a diverse perspective that occurs when raters’ opinions are sampled broadly (27).

Limitations and Directions for Further Research

The limitation of our study was the small sample size. However, the results were favourable for interpretation. This could be attributed to the training given to all rater categories prior to the MMI assessment. The calibration reduced the interrater variance, i.e., inconsistent scores across stations or raters (our “noise”), therefore, allowing a large percentage of the variance to be attributed to the candidates (our “signal”). A new psychometric analysis using the entire cohort of candidates could improve the MMI process. A larger sample could allow the use of the many-facet Rasch model, which could provide a deeper look into the internal structure of the MMI process. Furthermore, as successful candidates go through the medical programme and into practice, a longitudinal research project may be valuable in determining the validity of the admission process.

CONCLUSION

The Generalisability study compared the differences in performance scores from academic, administrative staff, and community members in scoring the performance of medical school candidates for admission to an MMI, shows a significant difference between community members and teachers in judging the noncognitive behaviours. We recommend including community members’ perspectives and values in student selection to diversify the raters across cultures and among subcategories representative of stakeholders within any educational system. The high reliability of our MMI framework provided evidence to the accreditation body supporting our student selection procedure. The Decision study informed on the number of stations, the number of raters, and the type of rater combination required to achieve good reliability to provide informed decisions on the process and implementation of the MMI. The station simulation influencing unreliability helps us improve station writing and identify focus areas for training and future station development.
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