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Introduction 

 

In pre-post and cross-over design studies, 

essentially the aim is to determine whether there 

is any significant difference or change in values 

for a particular numerical variable (e.g. systolic 

blood pressure, weight) between two occasions 

for same subjects. For analysis of paired 

numerical data in the studies, the simplest 

analysis would be paired t-test. When such 

studies are planned, it is imperative to calculate 

required sample size for the use of paired t-test to 

detect hypothesized or clinically meaningful 

mean difference between the two repeated 

observations. Sample size formula for paired t-

test [1,2] is given as 
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where 

n  sample size/number of pair 

αz 1  corresponding z-value at chosen 

significance level, α 

βz 1  corresponding z-value at chosen power, 

1–β 

dσ  standard deviation of difference 

Δ  hypothesized mean difference/change 

 

The values for all components of the formula are 

easily determined, with exception of value for 

standard deviation (SD) of difference, σd which 

is not commonly reported in journal articles. 

Often in journal articles, for analysis of paired-t, 

SDs for each occasion are given instead. As 

such, apart from conducting a pilot study just to 

determine the value, researchers are left in the 

dark looking for the elusive SD of difference to 

calculate the sample size for their proposals. The 

SD of difference is almost never known in 
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ABSTRACT 

Introduction: For pre-post and cross-over design analysis of numerical 

data, paired t-test is the simplest analysis to perform. In planning such 

studies, it is imperative to calculate appropriate sample size required for the 

test to detect hypothesized difference. However, the sample size formula 

requires determination of standard deviation of difference, which is not 

commonly reported. In this article, the author guides the reader to 

calculation of standard deviation of difference from standard deviation of 

each separate occasion. 

Calculating standard deviation of difference for determination of sample size for 

planned paired t-test analysis. 
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advance [2]. The researchers may use the largest 

of the SDs from separate occasions, which can 

be considered as an approximate value to SD of 

difference. However, it may lead to 

underestimation of sample size whenever the 

repeated observations are poorly correlated to 

each other. Thus in this short article, I would 

show that it is possible to calculate SD of 

difference using variance sum law. 

 

Standard Deviation of Difference 

 

Variance sum law for uncorrelated observations 

 

Variance sum law [3] states that the variance of 

sum (σ
2
X+Y) or difference (σ

2
X–Y) of two 

uncorrelated variables equals the sum of the 

variance of the variables (σ
2

X, σ
2
Y), 
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YXY±X σ+σ=σ  

 

It does not matter whether we sum up X and Y or 

we subtract Y from X, the variance of X+Y and 

X–Y for a number of uncorrelated observations 

is similar. From this law, we are concerned with 

formula for variance of difference between X 

and Y, 

 
222

YXYX σ+σ=σ   

 

To put the formula in our context, consider X as 

our post intervention values and Y as our pre-

intervention values, thus variance of difference, 
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prepostprepostd σ+σ=σ=σ   

 

as we know, SD is the square root of variance, 

thus SD of difference, 

 

222

prepostprepostd σ+σ=σ=σ   

 

As an example, in a pre-post intervention to 

study the effect of a drug on systolic blood 

pressure (SBP) reduction, it was reported that the 

SD of pre- and post-intervention SBP was 

14.70mmHg and 11.66mmHg respectively. SD 

of difference was not reported. The calculated 

SD of SBP difference is 

= 222

prepostprepost σ+σ=σ   

= 135.96216.0914.7011.66 22 +=+  

= 352.05  = 18.76  

 

which can be used for sample size calculation 

using the formula mentioned previously. 

However, it would give you relatively large 

sample size because of the large SD of difference 

calculated. This is due to our use of variance 

sum law, which is meant for uncorrelated 

observations. In our context, the observations are 

actually correlated to some extend because of 

repeated observations on same subjects. Thus, if 

we know the degree of correlation between the 

observations, which is the Pearson's correlation 

coefficient r, we could use an extension to the 

law as discussed in following section. 

 

Variance sum law for correlated observations 

 

When the variables X and Y are correlated, 

according to variance sum law [3], the variance 

of difference is given as 

 

YXYXYX σρσσ+σ=σ 2222   

 

where ρ is our Pearson's correlation coefficient, 

r. To put it in our context, variance of difference 

 

prepostprepostprepostd σρσσ+σ=σ=σ 2 2222   

 

and SD of difference  

 

prepostprepostprepostd σρσσ+σ=σ=σ 2222   

 

By using our previous example, it is known that 

σpost = 11.66, σpre = 14.70. Suppose that it was 

also reported for the study that the correlation 

between pre- and post-intervention SBP was r = 

0.159. Thus, our calculated SD of SBP 

difference is 

 

= prepostprepostprepost σρσσ+σ=σ 2222   

= 14.7011.660.159214.7011.66
22

+  
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= 297.5454.51352.05 =  

=17.25  

 

When correlation coefficient r between the 

observations is known, or if r can be estimated 

reliably based on r for other variables in same 

study, or also from expert opinion, we can easily 

obtain accurate SD of difference. In turn, it 

would reduce the calculated sample size for the 

planned study as compared to using the formula 

for uncorrelated observations. 

 

Conclusion 

 

In this article, I have shown the related formulas 

to determine the SD of difference. When r is 

known, it is recommended to use the formula for 

SD of difference for correlated observations. It 

would result in more accurate SD of difference 

and smaller sample size. In case when r is not 

known, but it can be estimated reliably, then 

formula for correlated observations can be used 

with caution. When r is not known and it is not 

possible to estimate it reliably, the safest way to 

determine the SD of difference is by using the 

formula for uncorrelated observations. Although 

it would give larger SD value and consequently 

larger sample size, we can avoid the possibility 

of underestimating the required sample size. 
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