**Missing values in data analysis: Ignore or Impute?**
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**Abstract**

**Objective:** Missing values is commonly encountered in data analysis in all types of research. Various methods were introduced to handle this matter. This study aims to compare the result of using complete data analysis, missing indicator method, means substitution and single imputation in dealing with this issue.

**Methods:** 202 patients who were discharged from the psychiatric ward, University Malaya Medical Centre (UMMC) from 27th August 2007 to 15th April 2008 were recruited. The general psychopathology was measured with Brief Psychiatric Rating Scale (BPRS-24). The information on age, gender, race, marital status and psychiatric diagnosis were collected. On follow up, the patients who had early readmission (<6 months) were identified. A logistic regression model to determine early readmission based on all the variables was made. 10% (n=20) of the highest BPRS scores were deleted to simulate a missing at random (MAR) situation. Four different statistical methods were used to deal with the missing values.

**Results:** BPRS score was significantly associated with early readmission (p<0.01) in the original complete dataset. The associations based on complete data analysis, missing indicator method and mean substitution were biased and insignificant. Single imputation gave a closest significant estimate of the association (p<0.1).

**Conclusion:** Ignoring missing values will result in biased estimate in data analysis. Single imputation produced unbiased estimate of association in MAR situation.
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**Introduction**

A common issue encountered in data analysis is the presence of missing values in the dataset. It affects the precision and validity of the result estimation depending on the extent of the ‘missingness’ (1-4). Various methods were introduced to handle this matter (5-8).

Prior to consider the options to deal with the missing values, it is crucial to know about the mechanism of missing. Generally, there are three types of missing values. (9, 10) When the missing data is not related to the observed characteristics of the samples, it is called missing completely at random (MCAR) (e.g., a test result was accidentally left out during data entry). If the missing data is related to the observed characteristics of the samples, it is confusingly called missing at random (MAR) (e.g., the weight measurements were missing in female sample). Lastly, if the missing data is related to unobserved characteristics of the sample, it is called missing not at random (MNAR) (e.g.,
some people refused to disclose his/her past psychiatric history). MNAR could only be speculated but impossible to be determined (2, 9, 10).

The most common method used to deal with missing values is complete data analysis. Many researchers feel that missing values should not be ‘made up’, so analysis is confined to samples with complete dataset (7). Most statistical software by default uses this method where any subjects with missing values are excluded from the analysis.

Another traditional way to handle missing values is missing indicator method. A dummy variable is created as an indicator for the missing data. The missing indicator variable is then included in the model for analysis. The idea of this method is to use the full sample size in the analysis (11, 12).

Mean substitution is another method to deal with missing values. The missing values in a variable are replaced by the overall or subgroup means of the data from other observed subjects. As a result, the subjects with missing value will have same value replacing the missed data (5-8).

A modern method introduced to handle missing values is single imputation. It uses the available data of all variables on other subjects to estimate the distribution of the variable with missing values. Based on the estimated distribution, a value is randomly chosen to replace the missing values. It assumed the estimated distribution based on the observed subjects is equal to the distribution of the study population. Thus, replacement from the estimated distribution is equal to as if drawing a subject randomly from the study population (1-3, 5, 6).

The aim of this study is to illustrate the result of using complete data analysis, missing indicator method, means substitution and single imputation in dealing with missing values in a MAR situation. The empirical sample used was extracted from a study on early readmission conducted in the psychiatric ward, University Malaya Medical Centre (UMMC) in 2008.

Methodology

Study sample

A series of 202 non duplicated, conservative patients who were discharged from the psychiatric ward, UMMC from 27th August 2007 to 15th April 2008 were included in the study. Prior to discharge, the general psychopathology of the patients was assessed using brief psychiatric rating scale (BPRS-24). The information on age, gender, marital status, race and psychiatric diagnosis were collected. On follow up, the patients who had early readmission (less than 6 months) were identified.

Study model

A logistic regression model is constructed using early readmission as dependent variable; BPRS score, gender, marital status, race and psychiatric diagnosis as independent variables (marital status was categorized as married and never married, race was categorized as Malay and Non-Malay, psychiatric diagnosis was categorized as psychotic and non psychotic disorder). For the purpose of illustration, 10% (n=20) of the highest BPRS scores were deleted to simulate a MAR situation. The deleted (missing) values were then handled with four different statistical methods: complete data analysis, missing indicator method, means substitution and single imputation.

Brief psychiatric rating scale (BPRS-24)

The BPRS developed by Overall and Garham in the early 1960s (13-15). It is the most established questionnaire scale for rapid clinical assessment that measures major psychotic and non-psychotic symptoms in individuals with major psychiatric disorders. The version of 24 items was adapted by Ventura et al in 1993 (16). The rating is based
upon observation made by the clinician or rater during a 15 to 30 minutes interview (items which measure tension, emotional withdrawal, mannerisms and posturing, motor retardation and uncooperativeness), and subject verbal report (items which measure conceptual disorganization, unusual thought content, anxiety, guilt feeling, grandiosity, depressive mood, hostility, somatic concern, hallucinatory behavior, suspiciousness and blunted affect). Additional to the scale were eight additional items of suicidability, elated mood, bizarre behavior, self neglect, disorientation, excitement, distractibility, motor hyperactivity. Each item is defined by 1-2 sentences of clinical description. The scale points are not defined beyond not present, very mild and up to extremely severe.

**Complete data analysis**

In complete data analysis, subjects with missing values were excluded from the analysis. As a result, only 182 subjects were analysed in this method.

**Missing indicator method**

A dummy variable was created. It was coded “1” if the value in BPRS score was missing and “0” if otherwise. The original missing values in the BPRS score were recorded as “0”. The dummy variable was included in the final logistic regression analysis.

**Mean substitution**

The missing values in the BPRS score were replaced with the overall mean of the observed BPRS score on other subjects. Thus, all the subjects with missing value had same value for their BPRS score.

**Single imputation**

This method was applied by using the Missing Value Analysis function in SPSS. A regression prediction model for the BPRS score was fit with early readmission (outcome) and all other variables as predictors. The prediction model was then used to estimate the missing values of BPRS score based on the pattern of all the predictors in the same subject.

**Results**

Approximately 202 participants participated in this study and their demographic profile was shown in table 1.

The distribution of subjects with missing values was associated with marital status and readmission at the alpha of 0.05. It was associated with gender at the alpha of 0.15 (table 1).

The association of BPRS score with early readmission was significant in the original complete dataset (reference). Single imputation was the only method that produced the significant association at the alpha of 0.1 (table 2).

**Discussion**

The purpose of this study is to illustrate the results of four statistical methods in dealing with missing values. It does not aim to develop a prediction model for early readmission. The variables used were extracted from a full dataset of a previous study. As a result, the performance of the model was relatively low in this study as represented by the low Nagelkerke R square values.

The type of missingness influences the optimal strategy for working with missing values (7). Although, there are different classes of missing values, the commonest class encountered in all types of studies is MAR (2, 6, 9, 17-19). In this study, we demonstrated the association of missingness with other characteristics of the samples. It confirmed the simulated situation of MAR.

By using the original complete dataset, the BPRS score was significantly associated with early readmission (p<0.01). When the subjects
with missing values were excluded in the complete data analysis, the association disappeared. The result in complete data analysis is biased as a smaller sample size is used and under-representative of the population (1, 4, 7, 8). In this case, subjects with high BPRS score were excluded in the analysis. This reduced the true effect of the association between BPRS score and early readmission.

Missing indicator method is a popular method in handling missing values (7, 12). The advantage of this method is that all subjects are used in the analysis. However, a meaningless dummy variable is included in the multivariable analysis. It can lead to biased result. The uncertainty in the missing values is still remained as they are only replaced by an arbitrary value. In this study, the missing values were replaced by ‘0’ and the association of BPRS score and early readmission were not able to be established. The performance ($R^2$) was higher in missing indicator method as an extra variable (dummy variable) was included into the logistic regression analysis (1, 3-5, 20).

Another method used to deal with missing values is means substitution. The mean is a reasonable guess of the missing value as if it is drawn from a normal distribution. However, it is argued that subjects in the middle of a distribution are seldom missed in data collection. In contrast, missing values often occur in subjects with extreme values (7). As a result, replacing the missing values with an overall mean will ‘dilute’ the true effect of a covariate (3, 6). In this case, the missed high BPRS scores were replaced with a lower mean score. It diminished the true association of BPRS score with early readmission and estimated a biased result.

In single imputation method, the estimated distribution of the variable with missing values is based on the observed data of the other subjects using multivariable approach. It assumed the estimated distribution is similar with the study population although it is not always true. However, the association studied with this method is unbiased (1-3, 5, 6). In this study, the association estimated with single imputation was closest to the reference estimate and significant at alpha 0.1. The limitation of single imputation is the underestimation of the standard error as the data set is analyzed as if all the data were observed. Thus, it might overestimate the precision of the association. This problem can be over-countered with multiple imputations which is not demonstrated in this study (1-3, 5, 9, 21, 22).

Conclusion

Ignoring missing values will create biased estimate in the data analysis. Single imputation is advantageous to complete data analysis, missing indicator method and mean substitution in dealing with missing values and produce unbiased result.
Table 1: Distribution of subjects with missing values according to the characteristics of the samples.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Missing value</th>
<th>Yes</th>
<th>No</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td></td>
<td>39.55(13.89)</td>
<td>39.07(13.65)</td>
<td>0.88&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gender, N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (6.5)</td>
<td>86 (93.5)</td>
<td></td>
<td>0.14&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>14 (12.7)</td>
<td>96 (87.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis, N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychotic disorder</td>
<td>11 (10.9)</td>
<td>90 (89.3)</td>
<td></td>
<td>0.64&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Non psychotic disorder</td>
<td>9 (8.9)</td>
<td>92 (91.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race, N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay</td>
<td>3 (6.7)</td>
<td>42 (93.3)</td>
<td></td>
<td>0.41&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Non-Malay</td>
<td>17 (10.8)</td>
<td>140 (89.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital Status, N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>12 (16.4)</td>
<td>61 (83.6)</td>
<td></td>
<td>0.02&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Married</td>
<td>8 (6.2)</td>
<td>121 (93.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Readmission, N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6 (4.4)</td>
<td>131 (95.6)</td>
<td></td>
<td>&lt;0.01&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Yes</td>
<td>14 (21.5)</td>
<td>51 (78.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Independent-t test, p < 0.05 was considered as significant.  
<sup>b</sup>Pearson Chi-square test, p < 0.05 was considered as significant.

Table 2: The association of BPRS score with early readmission estimated based on original complete dataset and four statistical methods in dealing with the missing values.

<table>
<thead>
<tr>
<th>Method</th>
<th>Beta</th>
<th>SE</th>
<th>P value</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>0.048</td>
<td>0.014</td>
<td>&lt;0.001</td>
<td>0.119</td>
</tr>
<tr>
<td>Complete data analysis</td>
<td>0.029</td>
<td>0.020</td>
<td>0.147</td>
<td>0.039</td>
</tr>
<tr>
<td>Missing indicator method</td>
<td>0.029</td>
<td>0.020</td>
<td>0.146</td>
<td>0.123</td>
</tr>
<tr>
<td>Means substitution</td>
<td>0.027</td>
<td>0.019</td>
<td>0.158</td>
<td>0.045</td>
</tr>
<tr>
<td>Single imputation</td>
<td>0.032</td>
<td>0.018</td>
<td>0.073</td>
<td>0.053</td>
</tr>
</tbody>
</table>

Linear regression was applied.  
SE=standard error  
R²= Nagelkerke R square
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